98 Essential Statistics for Public Managers and Policy Analysts

Data cleaning is the process of identifying and removing reporting and
recording errors. Errors include mistyped values, errors that arise in the
process of uploading, and other implausible values that have been recorded.
Data cleaning is aided by univariate analysis, and examples are shown 'in
Chapter 7. It is common practice to assume that unexamined data usually
contain various errors that must be identified and removed. Without data
cleaning, such errors may have a biasing effect on your results.

Data cleaning usually consists of several activities. First, analysts’identify

implausible values in their data that they then remove or correct. For exam-
ple, a variable “age” that has a value of “999” certainly requires further inves-
tigation. This might be a coding error or it might be that the value is used"
to indicate a missing value, in which case analysts should ascertain that
“999” is defined in their software program as a missing value for this vari-
able. Analysts can examine the highest and lowest values of their variables

- and ascertain whether they are plausible. Second, analysts ascertain that their

dataset is complete and accurate. To this end, the number of observations
(records) in the dataset is verified against the number of records in the
source (paper or electronic). In addition, a random sample of records in the

statistical software is compared against corresponding records in the ongmal '
data source; analysts will want to ensure that the data in these records match

exactly. Analysts might also compare whether statistics (for example, the
mean) are identical between variables in the statistical software program and
the original data source. When this not the case, problems with variables or
groups of observations may be indicated. Only affer the analyst has deter-
mined that the data are complete and free from data-coding and data-entry
“errors can data analysis proceed further.

Note

1. The workbook that accompanies this text includes a manual with exam-
ples for data coding and data input into SPSS or any other statistical soft-
ware program. The workbook also includes an SPSS user’s guide.
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Central Tendency

CHAPTER OBJECTIVES

After reading this chapter, you should be able to

Identify three statistics of central tendency

Calculate the miean, median, and mode

Know appropljiate uses of the mean, median, or mode
Address problems of missing data

Know when and how to weight data

Estimate measures of central tendency from grouped data

The first family of univariate analysis is measures of central tendency, .
which provide information about the most typical or average value of a
variable. Although measures of central tendency are popularly referred to as
averages, they are in fact three separate measures: the mean, median, and
mode. Analysts frequently use these types of measure when reporting on, for
example, high school violence, housing starts, pollut}on, and the like.
Analysts should always indicate which measure is being used. .

Chapters 2 and 3 introduced important research concepts. It is worth
reviewing these concepts here, because the discussion that follows illustrates
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commonly used to describe the central tendency of variables, such as the

Central Tendency 707

ean number of crimes, public safety inspections, welfare recipients, abor-
ons, roads under répair, and so on. The mean is appropriate for continuous
ariables. Mean calculations are essential to most analyses and are used in
most every report.

The following example shows how to calculate the mean. Although

mputers and hand calculators are typically used to calculate the mean,

ou should also understand how to do so by hand. Assume that a sample of
ight observations of variable x has the following values (or data elements):
0, 20, 67, 70, 71, 80, 90, and 225 (n = 8). Obviously, variable x is just a
ame that could refer to anything, such as the level of violence, educational
ttainment, arrests, test scores, and the like. A series of values (such as 20, 20,
7, ...} is also called an array. For the above values, the mean is calculated as

“follows:1

Mean = );,xi [n=
(20 + 20 + 67 + 70 + 71 + 80 + 90 + 225)/8 = 643/8 = 80.38.

This equation is probably not new to you, though the notation might
be. As a second example, the mean of 15, 25, and 50 is {(15 + 25 + 50)/3 =]
30. The notation };.xi means “the sum of all values of (gariable) x” as shown
above. In our example, this notation is shorthand for 3 x;, which specifies
adding the first eight values of x, in the order shown. In this example, x; =
20, x, = 20, x, = 67, and so on. Because our variable
has only eight values, there is no need for the nota-
tion :élxi. Also, nis used to indicate that the obser-
vations are a sample. If the observations had consti-
tuted the entire population, we would have used a
different notation: N (or Zx;/N). This is justa
matter of notation, which affects neither the defini-
tion nor the calculation of the mean.

Calculating the mean is straightforward, indeed, but managers and
analysts may encounter some practical issues that, for the most part, concern
the data rather than the formula itself. These concerns are relevant to other
statistics, too, and hence illustrate important general matters in statistics.
First, variables often have missing data. For example, data may be missing
for some clients, about some setrvices, or for some years. We do not like to
guess the values of these missing data because it is difficult to credibly justify
such guesses. The most common approach is to exclude such observations
from calculations; if we do not know x, then we generally do not guess it
either. The incidental exclusion of a few observations from among many
(say, hundreds) will usually not bias results in any material way; indeed,
most analyses have a few missing observations. However, bias may occur
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when the proportion of missing data is large. Then analysts need to
acknowledge that an extensive amount of data is missing and will need to
add an appropriate caveat to their report. Obviously it is best to
variables that have many missing values.?

Second, calculations of means usually result in fractions (for example,
“the mean number of arrests is 8.52 per officer”). The presence of fractions
implies that distances between categories are measured exactly, hence, that
variables are continuous (that is, interval or ratio level). However, analysts
frequently have ordinal variables, such as responses to survey questions that
are based on a five- or seven-point Likert scale (see Box 3.1). Because frac-
tions are not defined for ordinal scales, analysts should avoid writing, “On

average, respondents provide stronger support for item A (3.84) than item B |

(3.23).” Rather, analysts might write, “On average, respendents provide
stronger support for item A than item B. For example, whereas 79.8 percent
agree or strongly agree that . . ., ouly 65.4 percent agree or strongly agree

that. . . ” The latter phrasing is also easier for many readers to understand or

relate to. Nonetheless, this recommendation is not always followed; frac-
tional reporting of ordinal-level variables is commonplace in analytical
reports and data tables.?

Third, caution should be used with time series data {discusséd in depth

~ in Chapter 15). Briefly, dollar values should typically first be expressed as
constant dollars (that is, adjusted for inflation), before applying the formula
to calculate the mean. Today’s dollars do not have the same purchasing
power as yesterday’s dollars; thus, they first need to be made comparable.
The mean assumes that data elements are measured in the same units,

" including the same kind of dollars, -

Fourth, in some cases the mean can be misleading. For example, suppose
that most hospital patients stay either one or five days after some type of
surgery. Other patients stay other lengths of time, but these lengths are much
less frequent. Then we could say that the most common lengths of stay are
one and five days. The mean leads us to a single value (say, maybe about
three days), which is a poor measure of central tendency in this case because
of the two values that occur most often. Though this is not a common situa-
tion, awareness of such possibilities may lead analysts to consider the distri-
bution of variables as well (see Chapter 7) and not rely only on measures of
central tendency for summarizing and describing their variables.

Finally, in some cases it may be necessary to use a weighted mean,
which is defined as a mean for which the observations have been given vari-
able weights. The assignment of weights usually reflects the importance or
contribution of each observation relative to other observations. This
approach is often taken when measures are based on different population
sizes. For example, consider the central tendency of a crime rate of 2.3

avoid using.-
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ercent in city A, with a population of 500,000, and a crime rate of 4.5
ercent in city B, with a population of 250,000. Then the me_ae can be
xpressed as either [(2.3% + 4.5%)/2 =] 3.4 percent across cities, Or as ‘
{(2.3%""500,000) + (4.5%6*250,000)}/(500,000 + 250,000) =] 3.0 percc.an:hm
the region encompassing the populations of cities A and B._The latter is jl
cighted inean, reflecting the importance of each rato.s {el?uve to the over
opulation.* Rather than asking which mean is best, it is {mportar{t to
understand the conceptual differences and choose accord.mg_ly. ‘Weighted
means are also used for adjusting over- and undersampling in SUTVEYS- For
‘example, when minorities are undersampled, we migl?t want to we1gh¥ eacl.l
;of their responses more heavily in order to reﬂe(.:t their a_ctual proportlorlljs in
the population. Box 6.1 illustrates these calculations. ‘Weighted Flata can be
used to calculate other statistics, too. Each of the eight observatlofls
discussed earlier was weighted equally (20 + 20 + 67 + .. .), so using the
‘weighted mean was not Necessary. _ o
The issues described here may or may not be germane in every s-1tua—
tion. The essential lesson is to be mindful before applying any StatlSFl.Cal
formula. You need to understand your data and the purposes, definitions,
and assumptions of statistical formulas (such as for the.mean-), and ﬂl:i
critically examine summary statistics that result. By taking this approach,
you will have increased confidence in the calculated results.

THE MEDIAN

A limitation of the mean is that its usefulness is greatly affected when the
data include a few very large or very small values, relative to other values. In
the earlier example, if x; (the eighth observation in the above sequence,
which is 225) had been 950, then the mean for the array wc?uld be 17_1-—.
inore than double its initial value! A realistic example of this problem arises
when calculating the mean household income in the small horr{etcwn of Bill
Gates, one of the world’s richest people. In that case,. the me':an_ is :‘-,1 Boor
summary statistic of the average houschold income m‘that jurisdiction.
The median is defined as the middle value in a series (or array) of values.

Its value is, by definition, unaffected by a few very large or small values, The
median should always be used when a few very large or very sr.nall values affect
estimates of the mean. Indeed, most summary income statistics .of populail
tions report both means and medians because they can be so deEc?rent. T T}f
median is appropriate for both continuous- and ordmzfl-lew_:l varlablo;s.e. e
interpretation of the median is that half of the abservat-zons lie above tl
median, and the other half lie below it. To find the median, the data rf_lust be
ordered from low to high and then the value of the middle obs_ervfmon
determined. If the number of observations is uneven, the median is the
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value of the middle observation. If the number of
observations is even, the median is the mean of the
two observations that are nearest to the middie loca-
tion of the array. This location is found through
visual inspection or the formula (n + 1}/2, where n
is the number of observations.

In our earlier example, variable x has an even (eight) number of obser-
vations, which have already been arrayed from low to high. The two middie
values are 70 and 71 (at locations 4 and 5); so the median is 70.50 (at loca-
tion [(8 + 1)/2 =] 4.50). If a ninth observation is added to variable x, for
example, x, = 275, the median becomes 71. Note that these estimates are
unaffected by the values of the highest or lowest values. If x, = 875, the
median is still 71, because the value of this variable does not affect the value
of the middle observation in the series. Note that having few very large or
very small values can also be caused by data entry errors, for example,
coding x; as 1,225, when it should be 225. This property of the mean is yet
another reason for taking data cleaning seriously.

Examples of the median are common in demographic studies of
income, in which a few individuals or households typically have very large
incomes. Other examples include studies of average jail time served by
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inmates (some people serve very long sentences!), average wait times for tax

returns or class registration, and average jury awards (some peopie have

received huge sums). A rule of thumb is that when the mean and median are

considerably different, analysts should report both. For example, the U.S.
Census reports both the mean and median incomes of U.S. households; in
1999 these were, respectively, $56,644 and $41,994, which are considerably
different. When the mean and median are similar, it sufficés to report only
the mean. The measure of what constitutes a “considerable difference” is a
judgment call informed by the magnitude of the difference and the study’s
context. Of course, the earlier cautions about missing data, fractional re-

porting, time series data, and weighted samples apply when calculating
medians, too.

Pinally, sometimes analysts only have access to already published, tabu-

- lated data tables, rather than having the actual observations as the basis for

‘their calculations. Then, the data have already been grouped, such as by age

or income categories. Census data often come in this format, for example.

The appendix to this chapter describes how to calculate measures of central

tendency for data that have already been grouped.

THE MODE

The mode is defined as the most frequent (typical) value(s) of a variable. The

. mode is appropriate for all levels of variable measurement. In our example,

- the mode of variable x is the value 20; it occurs twice in the array. Another
example is that the mode of people living in households is two. Perhaps
.. the mode of assaults on school grounds is five annually. The' mode is used
infrequently, but an advantage of the mode is that it can also be used with
nominal-level data, which is not possible for calculating the mean and
‘median.” However, when the mode is used as a measure of central tendency
for nominal-level data, managers frequently turn to measures of dispersion,
discussed in Chapter 7, to express the frequency with which the mode
occurs. For example, a manager who is analyzing choices of clients or
respondents among a range of program options (a nominal variable) will
state the number or percentage of clients or respondents who most often
chose the most popular program option (that is, the mode).

SUMMARY

Descriptive statistics of the average are obmmonly used by public managers
and analysts. After managers and analysts have verified the accuracy of their

data,, they may wish to calculate measures of central tendency. There dre
three such measures: the mean, median, and mode. The most commonly
used of these measures is the mean, defined as the sum of a series of obser-
vations, divided by the number of observations in the series. Weighted ‘
means reflect the importance or contribution of each observation rela_tlve to
other observations or can be used to account for over- or undersampling.
Caution should be exercised in using means with ordinal-level variables.

. The median is defined as the middle value in a series {or array) of
values. The median should always be used when a few very large or very
small values affect estimates of the mean. The mode is defined as the most
frequent (or typical) value(s) of a variable. Analysts should always indicate
which measure is being used, rather than referring to any of these measures

imply as the “average”
SunPTyl;e mean is apgropriate for contmuous-level varfables, wherfeas the
median is appropriate for both continuous- and ordinal-level variables. The
mode is appropriate for all levels of measurement. Managers and ana.!ysts
should be mindful when variables are missing a great deal of data or involve
time series data.

KEY TERMS ‘
{includes bolded terms in the Section III introduction)
Attributes (see also Chapter 3) Mean (p. 100)
(p. 100) : Measures of central tendency
Bivariate analysis (see section (p.99)

Measures of dispersion (see also
Chapter 7) (p. 106)

Median (p. 103)

Mode (p. 106}

Nominal-level scale {(see also
Chapter 3) (p. 100)

Ordinal-level scale (see also
Chapter 3} (p. 100)

Ratio-level scales (see also
Chapter 3) (p. 100)

introduction) {p. 97)

Categorical variables (see also
Chapter 3) (p. 100)

Continuous variables (see also
Chapter 3) (p. 100}

Data cleaning (see section
introduction) (p. 98)

Data coding (see section
introduction) (p. 97)

Data input (see section
introduction) {p. 97)

Descriptive siatistics (see section
introduction) (p. 96)

Grouped data (see appendix to this
chapter) (p. 108)

Interval-level scales (see also
Chapter 3} (p. 100)

Univariate analysis (see section
introduction) (p. 96)
Variables (see also Chapter 2)

{p. 100)
Weighted mean (p. 102)
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Scale (see also Chapter 3) (p. 100) '
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APPENDIX

Using Grouped Data
The calculations described in this chapter have assumed that the analyst has
data for each observation. This is the assumption used in statistical software
programs. However, analysts sometimes have published data only in tabular
format, or in a similar format. Grouped data refers to observations that hav
already been grouped in different categories. An example is shown in Table
6.1. The column labeled “Interval of variable x” could be almost anything,
such as the groupings of city sizes, students’ test scores, motorists’ speeds
through toll booths with electronic collection, or regional water quality
ratings. The ranges show the values of each category. Ranges are sometimes
shown as footnotes to tables, which then show only categoriés and frequen-
cies. The “Frequency” column counts occurrences. For example, there are 12
cities in category 1, 5 cities in category 2, and so on. The column Cumulative
frequency shows the running total of frequencies of each category and 1nay
be absent from some grouped data tables. ;

Calculations of means and medians of grouped data are best-guess esti-
mates and sliould be used only when individual observations are unavailable.
Unfortunately, few computer programs can read tabular formats of grouped

_data, in which case calculations must be done by hand. Note that your ability

to make these calculations will not affect your understanding of other material
in this book.

The mean of grouped data is calculated in two steps. First, the mean of
- the categories is calculated using the formula Zw;r; | Zw,, where ris the row
number and w is the number of observations in each row. Applying the data
shown in Table 6.1, we find that the weighted mean of categories is [{(12*1)
+(5*2) + (18*3) + (36*4) + (14*5)}/(12 + 5 + 18 + 36 + 14) = 290/85 =}
3.412.5

Second, the variable value associated with this group mean value is
determined. This requires interpolation in the following manner: The mean
of the grouped data, 3.412, lies somewhere between categories-3 and 4. The

Table 6.1 ——————+4— |lllustration of Grouped Data

1 1-5 12 12
2 6-10 5 17
3 11-15 18 35
4 16-20 36 71
5 21-25 : 14 85

Central Tendency 709

estimate of the average variable value associated with category 3 is defined as
the midpoint of its range, or [(11 + 15)/2 =] 13, and the midpoint of the
value associated with category 4 is [(16 + 20)/2 =] 18. Then the variable
value associated with the category location of 3.412 (which is 3.000 + 0.412)
is defined as the midpoint estimate of the range associated with category 3
(that is, 13) plus 0.412 of the difference of these category midpoints, or

[18 — 13 =] 5. Hence, the estimated value of the variable mean is {13 +
(0.412%5) =] 15.06 {with rounding). An equivalent expression is that 3.412
“lies 41.2 percent from category 3 toward category 4,” which is shown graph-
ically below:

Variable value: 13 —2.06 = 18

Category value: 3 3412 4

The median of grouped data is estimated in'an analogous way. The
sainple has a total of 85 observations; the median is defined by the value of
the forty-third [(85 + 1)/2] observation when values are ordered. Examin-
ing the cumulative frequencies, we find that the median falls somewhere
between the third and fourth categories:

Variable frequency: 12 17 35 43 71 85
1 2 3 «0222— | 4 5

Category value;-

The value of the forty-third observation lies [(43 — 35)/(71 — 35} =]
0.222 fromn ‘category 3 toward category 4, with a category value of 3.222.
Using the same method of interpolation described for the group mean, we
calculate the corresponding variable value of category location 3.222 as
[13 + 0.222*(18 — 13) =] 14.11. Note the difference between the estimated
group mean and median. The linear interpolation used for calculating )
grouped means and medians assumes defined distances between categories,
hence, a continuous level of variable measurement.

The mode of the grouped data is the most frequent observation. This is
category 4, which has a midpoint value of 18. The mode of these grouped
data is thus 18.

Notes

1. Additional examples can be found in the workbook. Also, as a matter of
nomenclature, we distinguish between attributes (introduced in Chapter
2} and values. The term value refers to the actual, observed responses or
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measures of a variable, whereas attributes refers to the range of values
that a variable can have. For example, the variable “gender” has three
attributes (male, female, and unknown), even if none of the respondents
state that they are male. A variable has as many values as observations,
and as many attributes as the different values that a variable car have,
However, when these terms are used synonymously, confusmn can result,

2. On surveys, missing data may indicate a problem with how the question

. was phrased, indicating a problem with survey validity.

3. Some analysts feel that the mean should not be used with ordinal-level
variables, but it does provide useful information. However, the mean is
especially inappropriate for nominal-level variables. For example, we
cannot say that the average region is 2.45, on a scale of 1 = Northeast,

2 = South, 3 = Midwest, and 4 = West. When working with nominal varij-
ables, we should describe response frequencies, such as “23.7 percent of
employees live in the Northeast, 19.8 percent live in the West,” and so on.

4. We can also express the formula in the text as (2.3*0.67 + 4.5%0.33) = 3.0.

5. The mode might be useful in the following instance: Consider the
number of violent incidents in which all high school students are
involved. The mode may well be 0, and the mean 0.2, for example. If only
those who have experienced an incident are included, then the mode
might be 2 and the mean 4.2, for example. In this case, the mode is used
as a precursor to a better understanding of the distribution of the data.

6. Often, we report values to two decimal places, by default. However, on
occasion we may wish to report values to more or fewer decimal places.
Here, we report the result to three decimal places to avoid rounding
errors that would become evident in the next paragraph.

Measures of Dispersion

CHAPTER OBJECTIVES

After reading this chapter, you should be able to
+ Make frequency distributions and report resuits
» Distinguish between a histogram and a stem-and-leaf plot
Create line charts, pie charts and other visual aids
= Use boxplots for data cleaning
+ Identify and address problems of outhiers
+ Understand the normal curve and standard deviation

This chapter examines measures of dispersion, which provide informa-
tion about how the values of a variable are distributed. These measures are
the second family of univariate statistics (the first family is measures of
central tendency, as discussed in Chapter 6). A common measure of disper-
sion in public and nonprofit management is the frequency distributif)n.
Knowing what percentage of clients or employees score above a spec1.ﬁc
value is often a prelude to decision making. Such frequency distributions can
then be used to make comparisons or create rankings. Prequency distribu-
tions often are reported in tabular form, but they are also the basis of many
graphs—such as bar charts, pie charts, and line graphs used in presentations.




